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Day 1: The Jagged Frontier
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AMC = American Mathematics Competition

Average 

Human Level

Source: GPT-4 Technical Report, March 27, 2023, Page 6, https://arxiv.org/pdf/2303.08774.pdf



Smart Person + Google Domain Expert







Today: The Jagged Frontier

Why can AI ace graduate-level physics yet stumble on 

high school math?
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GeoGuesser

Where is this?
Type your guess in chat



LocationPrediction

http://www.youtube.com/watch?v=EHntxMRDph0


Reasoning









GeoGuesser

Where is this?
Type your guess in 

chat











Conclusion: AI understands images?

Very impressive performance on difficult image tasks.

Assumption:  the AI saw Eucalyptus trees, right-hand traffic, a certain roof tile and used those cues to reason 

about the location



How many lines? 
(Write in the chat)
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NaturalBench



NaturalBench



How does the AI do so well on GeoGuesser?

Humans

Skills

Play GeoGuessr

Object detection

Counting

Interpret a scene

Stitch together 
clues



How does the AI do so well on GeoGuesser?
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Stitch together 
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How does the AI do so well on Physics?

Skills

Answer 
Physics exam

Multiplication

Reasoning

Basic physics concepts



Human vs AI

- Common Narrative: AI is logical, good at calculation, skilled in reasoning, etc. 



These outputs should lead you to ask: 

“How well do I really know how AI works?”

www.AI-Conundrum.com

Exercise 1: Self Assessment



www.AI-Conundrum.com

Self Assessment

Open www.speakerrex.com/lab-MMA.html (open in your browser for all the labs)



www.AI-Conundrum.com

Self Assessment

Open www.speakerrex.com/lab-MMA.html (open in your browser for all the labs)





Human vs AI

- Common Narrative: AI is logical, good at calculation, skilled in reasoning, etc. 

- AI bad at logic/reasoning. Its is an intuition machine that relies on heuristics, 

shortcuts, vibes



Prompt



Prompt A (Intuition)



Prompt B (Default)



Prompt A (default)
~2 hr drive away 
(~120 miles)

Prompt B (intuition)
~2 min drive away
(~0.5 miles)



Prompt A (default)

Prompt B (intuition)



Math

- 96.7% on AIME (numerical answer)

- ~5% on USAMO (proof/reasoning based)

- Frontier Math solutions through heuristics



Is the AI intelligent?

- Lacks foundational skills

- Lacks reasoning skills

- Highly capable/performant

- Abilities generalize to new problems



Conclusion: AI has found a different way to be intelligent!



Why care: AI has superpowers

Different strengths and weaknesses

Understanding AI allows you to identify its superpowers + avoid weaknesses



Style transfer











Goal: predict height after 31 months 





Error = 3,742



Gradient Descent



AI: Universal Approximator + Gradient Descent 

Universal approximator: can fit any pattern

Gradient descent: how to fit a function to the data

AI: Fit a pattern to any dataset



AI = Universal Approximator + Gradient Descent 

Fits a pattern to dataset



Takeaways

Thinking is a 

computational process

AI is not magic-- its 

scaled pattern finding



“X, Y” pairs can be “Words, Images”

X: Chair, Y:

X:Table, Y:

X:Coffee Cup, Y:

61



Exercise 5: Image Generation, In-painting, Out-painting & Context

Adobe Firefly: Generation (text to image)

Silver Lab dog, in the style of an impressionist painting.



Exercise 5: Image Generation, In-painting, Out-painting & Context

Adobe Firefly: Generation and In-painting (consider how context is used by AI)

Silver Lab dog, in the style of an 
impressionist painting.

click Edit again… then Generative fill 
(leave on the default “insert”)



Exercise 5: Image Generation, In-painting, Out-painting & Context

Adobe Firefly: Outpainting & No Context

Prompt: 4th of July Paradeclick Edit again… then “Expand”



Outpainting (expand) with context

Click back

Click “command -” to shrink image 
and make more canvas available

Keep your image on the canvas

Repeat same prompt:
“4th of July Parade”

Consider what is different when 
using context.



Share Your Creation & Discuss Any Surprises 



Exercise 3: AI Bias & Mitigation Strategies
(labs are at: https://speakerrex.com/mma)

/image an American president in 2050

https://speakerrex.com/lab3.html


Debrief - Exercise 7: AI Bias & Mitigation Strategies
(labs are at: https://speakerrex.com/mma)

/image an American president in 2050

Meta, Jan 12, 2025
GPT4-legacy (free), Jan 12, 2025

https://speakerrex.com/lab3.html


Ask “Can you repeat the prompt you used to produce the image”

or…

<img alt="A futuristic portrait of an American president in the year 2050. The 

president is depicted as a middle-aged African American woman with short, silver 
hair, wearing a modern, sleek suit with digital enhancements, such as interactive 
fabric displaying real-time data. She stands confidently in the Oval Office, which has 

been updated with advanced technology like holographic displays and touch-
sensitive surfaces. The background shows a panoramic window overlooking a 

green, sustainable Washington D.C."...>

Right click +



Jan 12, 2024

Bias in AI AI 

(It’s easy to see in images)

“Create an image of a doctor” “Create an image of a smart doctor” 

Facebook ad sales executive

+competent

+smart



Bias in AI



AI Agents & Safety



AutoGPT 
March 30, 2023

BIOGRAPHY GPT



Why I Am An AI Optimist

● If we understand AI, we can wield it responsibly

● Massive productivity gains from AI

○ Improved customer experience: AI can be used to personalize customer experiences at scale, deliver more relevant content and offers, and improve customer s ervice.
○ Increased sales and revenue: AI can be used to generate leads, optimize marketing campaigns, and predict customer behavior.
○ Reduced costs and improved efficiency: AI can be used to automate tasks, streamline workflows, and identify opportunities for savings.

○ Improved decision-making: AI can be used to analyze large amounts of data to identify trends, patterns, and insights that can help marketers make better decisions.

● But… we need to implement TGA now, to ensure we can 

apply AI safely.



Exercise 4: LLM For Summarization & Inference

1. Download the speaker notes. 

1. Use Claude or ChatGPT: Click the paper-clip icon and attach the PDF. 

○ Prompt: "Create a summary and quiz based on this content."    

1. Read the summary in Claude and then ask your questions about Part 1 to the AI, for 

example, 

○ "What would the speaker say is the most important benefit of AI?"

1. To demonstrate how LLM can combine the information you provided (from the PDF) 

and outside knowledge, ask,

○ "Beyond the transcript, and considering everything you know, is the stop sign 

example still a problem with AI or has it been solved?"



AI Literacy Compliance
Your 3-Week Countdown

January 13, 2025

Decoding AI for Marketers – Day 1

Please Complete Daily NPS Survey

(This will build the data set we will 
analyze together on Thursday)



The AI Literacy Compliance Deadline is Here

• On February 2, 2025, key provisions of the EU AI Act take effect –

just 20 days away!

• Article 4 of the AI Act mandates AI literacy training for ALL staff 

using AI systems (including ChatGPT)

• This affects ANY company with EU customers or operations, 

regardless of where they are based

• Providing incorrect or incomplete information to authorities 

regarding AI literacy compliance risks fines of €7.5 million or 1% of 

global annual revenue (whichever is higher)

• Non-compliance with other provisions, such as prohibited uses of 

AI, risks fines of €35M or 7% of global annual revenue

EU AI Act



All staff using AI must demonstrate ability to:

1.  Identify AI systems and their limitations

2.  Assess risks in marketing applications

3.  Ensure responsible & ethical AI use

4.  Document AI-driven decisions

AI Literacy Components

5.  Maintain oversight of AI outputs

Your Certificate of Completion Provides Legal Documentation of AI Literacy Training



A Principled Approach to Global AI Compliance

• Privacy by design

• GDPR-compliant data 

handling

• Consent 

management

• Data quality controls

• Clear disclosure of AI 

use

• Documented decision 

processes

• User rights & controls

Data Protection Transparency

• Impact assessments

• Bias monitoring

• Regular auditing

• Truth in AI claims

• Copyright and fair 

use guidelines

Risk Management Ethical Marketing

Core Principles



Protect Your Company & Career

The Decoding AI for Marketers 
Certificate of Completion Demonstrates:

• Understanding of AI systems & limitations

• Ability to assess and mitigate AI risks

• Knowledge of documentation requirements

• Compliance with Article 4 of the EU AI Act

• Commitment to responsible AI practices

Certification Value



1. Attend all 5 live sessions of the Decoding AI for Marketers training to obtain 
your certificate of completion

2. Join MMA’s AI Leadership Coalition and participate in a working group: 
mmaglobal.com/ai

3. Follow MMA's Responsible AI Innovation Lab: mmaglobal.com/rail

Next Steps

Don’t Risk
Non-Compliance



Thank you.



Overtime

Image Generated By Gemini 
Jan. 12, 2025

Question & Answer 15 min Session



DAY 1 
Monday

The Jagged Frontier of AI
Understanding AI’s strengths and weaknesses so you can harness AI’s power 

DAY 2 
Tuesday

How AI is Grown And Why It Matters
Unpack how LLMs are grown and the implications to prompting

DAY 3
Wednesday

A Practical Guide to Prompting
Tips and tricks to make prompting effective

DAY 4
Thursday

How Vector databases and Multimodal AI works
Deep dive into contextual search and multimodality

DAY 5
Friday

Autonomous AI and Workflows
Learn how to put AI to work

Today’s Agenda for DAM w/ Bonus

- Receive a certificate of completion for attending all LIVE sessions
- Get access to the recordings and materials

Upon completion
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Day 2: 

How AI Is Grown, And Why It Matters

me@speakerrex.com

1calebbriggs@gmail.com

www.AI-conundrum.com

The AI Conundrum 
(MIT Press, 2024)

mailto:me@speakerrex.com
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Review: Jagged Frontier

- AI is highly capable

- Its skillset is very different than humans

- Takeaway: AI intelligence is not human intelligence 



Today: How to Grow an AI 

● How is an AI “grown”?

● What skills does the AI grow? 

○ Exercise: Prompting

● How do those skills get activated, and Context windows

○ Exercise: NotebookLM



How to Grow an AI 

Q: What is the radius of the Earth?
• Human: looks at the question, and tries to 

determine what the correct answer is

• AI: looks at the text, and attempts to guess what 

the most likely response is



Training = get better at predicting the next word

Predict the next word

Data

Update based on correct 
word

traversed the Atlantic

Correct answer: Pacific

Update 
model



Expectation: Autocomplete

Update based on correct 
word

… Pacific Ocean during 
late July and September

Correct answer: July

Update 
model Goal: Get good at prediction

Result: Emergent behaviour



Exercise in Chat… 

Fill in the first word the comes into your mind, 

and add it to the chat:

I’m from Canada. I like ice_________



Exercise in Chat… 

Fill in the first word the comes into your mind, 

and add it to the chat:

I’m from Canada. I like ice_________

I like ice _____ I like ice cream



Exercise in Chat… 

I’m from Canada. I like ice_________



Predicting words is hard

The capital of France is ___ (Paris)

Our earnings went up, so EBITA has ___ (increased)

15*35 =  ___ (525)

And the murderer was ____

Predicting the next word is a nuanced and difficult task



Ingredient to next word prediction

To get good at next word prediction need:

- Skills (addition, logic, business acumen, …)

- Knowledge (geography, trivia facts, …)

- Reasoning (cause/effect: heavy rain leads to floods)

- Planning (“What do you call someone who studies the stars?” → “An astronomer”, rhyming poetry)

AI picks up these through training on next word prediction

Ingredient
Knowledge, Skills, 

Reasoning, 
Planning, Logic, etc.



AI trained on next word prediction → Personas emerge 

To predict, need to model who is speaking

Business briefing



AI trained on next word prediction → Personas emerge 

To predict, need to model who is speaking

Legal Document



AI trained on next word prediction → Personas emerge 

Prediction patterns look different between these two documents. 

You get a different cognition in different topics

Business briefing
Legal Document



Next word prediction leads to Personas, Perspectives, Frameworks

To get good at next word prediction need:

- To model WHO is speaking (Legal expert, Junior Analyst, Senior salesperson)

- Mimic their persona/style (direct, verbose, language patterns)

Interaction between ingredients is the interesting part

- Junior analyst and Legal expert know different things, different skills, etc.

Ingredient
Knowledge, Skills, 

Reasoning, 
Planning, Logic, etc.

Ingredient
Personas, 

Perspectives, 
Frameworks



Different prompts activate different features!

Prompt is not just a 

question, it controls 

how the AI functions



Prompt is Perspective



Prompt is Perspective



Prompt is Perspective



Documents/Information

- Conversation context is important



Documents/Information

- Conversation context is important

- High quality documents = 

smarter AI

- Relevant documents give 

context



Exercise: Varying LLM prompt

Prompts at: speakerrex.com/mma

1. You are a knowledgeable and well-trained marketer preparing an email advertisement. 
Your goal is to promote our AI-powered marketing analytics platform to cost-conscious 
marketing professionals. What does the email say?

2. Give me a cost concious advertisment that will bring people who care about saving their 
money to my AI-powerd marketing analytics platform!!

3. Write a practical business memo analyzing the optimal approach for advertising our 
marketing analytics platform's cost advantages compared to enterprise solutions, and 
provide specific copy recommendations. Then, provide an advertisement adhering to the 
guidelines at the end.

Try these prompts with ChatGPT using different tones (misspelling is purposeful), and then 

analyze the difference in the responses. Write each prompt in a new chat.

http://speakerrex.com/mma


1. You are a knowledgeable and 

well-trained marketer preparing an 

email advertisement. Your goal is 

to promote our AI-powered 

marketing analytics platform to 
cost-conscious marketing 

professionals. What does the 

email say?

1. Give me a cost concious 

advertisment that will bring people 

who care about saving their 

money to my AI-powerd marketing 

analytics platform!!



1. You are a knowledgeable and 

well-trained marketer preparing an 

email advertisement. Your goal is 

to promote our AI-powered 

marketing analytics platform to 
cost-conscious marketing 

professionals. What does the 

email say?

1. Give me a cost concious 

advertisment that will bring people 

who care about saving their 

money to my AI-powerd marketing 

analytics platform!!



Debrief/Takeaways

Emergence of persona/skills from next word prediction

The way you communicate with the AI is important

AI: No core beliefs or capabilities



Smallest model Largest model





Superstition feature control

Superstition fires on 
superstitious 
sentences





Exercise 6: Industry Trend Analysis

Initial prompt
Q: “Analyze the most important trends in [INDUSTRY]”

Prompts
Add: “Act as an expert in marketing. Answer for someone who is also an expert in marketing. Draw upon 

deep industry experience.”

Add: “Focus specifically on insights that an executive might miss”

Bring in context from your company: e.g. “I am an important [role] at [company]. Tailor your response 

with specific guidance towards my company.”



Baseline Prompt



Act as an expert…



Expert + Rex’s Linkedin



How does AI think?







“Analyze the most important trends in marketing”



“Act as an expert at marketing. Analyze the most important trends in marketing”



Features



Practical Guide To Prompting (Part 1)

Give The AI Context – upload a document relevant to the topic. Expert level 
documents make the AI smarter.

Define the Role of the AI – do you want it to think like a marketer, or a customer 
facing a job to be done? 

If you are getting bad answers, start a new Chat. This resets the AI context.

Many of the AI’s are now saving your conversation history in memory to add it to the 

context of your answers. If you want a clean slate, use the Temporary Chat.

(Tomorrow we will provide a Prompting Framework you can use to increase the quality 
of output)



Is ChatGPT advertising to us?

TIPS:
Be mindful of settings (search etc). 

Start New Chat to reset context window

Use Temporary Chat to not use memory

Edit Chat prompt



Edit the Chat Prompt

If the reply is a little off base, but the context 

of the conversation has been producing good 

responses, edit the prompt.

Otherwise, start a new chat.

Once the LLM goes off the rails, it

is generally easier to start over. 



Use Case Showcase:
Agentic Creative Optimization (ACO)



AI more than doubled conversions across 22 public case studies

“If I was a marketer and I saw these results from AI, I’d clear my team’s schedules and make applying this AI 
to our business the number one priority… MMA has analyzed the potential impact at scale, and this can 
move the stock price of publicly traded companies” (Greg Stuart, CEO, MMA Global trade association) 



AI Personalization

13
2

Historically

MLB Case

AI Agent: ADAM
(AGENT: AI Decisioning & Assembly Mechanism)

GM Case 
Study

AI Agent: ADAMAI Agent: EVE



Historical approach to creative optimization

1 ad

Evaluated 
effectiveness/efficiency 

in driving leads

A few ad versions

Algorithm monitors 
effectiveness/efficiency 
and optimizes to best ad



NEW: Feed the AI Message Variants

Multivariate ”recipe” 
optimization 

• Imagery
• Headline
• Call to action
• Voice Over 

AI Learns 
effectiveness/efficiency 

and predicts best 
message variant to 
produce conversion



Multi-Agent Network:
Agent 1: AI continuously learns which messages are most likely 

to produce a conversion for a given audience member 

Message features + Audience features

AI-off

AI-on

AI Learning Loop



36 creative versions ~68 Claritas segments Impression weights optimized continuously

Optimization based on effectiveness 
in driving key site behaviors 

AI-off

AI-on
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Lyriq Case Study

Results: 
Lyriq Results: 

Lyriq

163%
Lift from March 1 to March 31

115% based on impressions

No sign of 
creative wear-out 



138

● Claritas Persona data is linked conversions and impressions. 

● EVE, The AI, analyzes which personas are converting overall, the 
ratio of conversion when exposed to advertisements.

○ The AI generates insights on why some segments are not 

converting at a higher rate, and what message changes could 
boost performance. 

○ Lyriq team applied these insights, added a new image message 

features into rotation for the AI to optimize, causing the 
substantial increase in performance.  

The AI Continuously Optimized Well On Its Own. But the GenAI Analysis unlocked NEW “out of the box” improvements.

Introducing EVE, And The Agentic Feedback Loop

GenAI 
Insight

Trended Lift 
(AI-on vs AI-off)

Agent: ADAM
(AGENT: AI Decisioning & 
Assembly Mechanism)

Agent: EVE
(AGENT: Evaluation of Variant Effectiveness)
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STEP 1:

● Claritas connect data to personas and 

makes data available to GenAI analysis 
to provide context to:

○ what types of people are converting 
overall and

○ the different rates of conversion 
specifically from these messages

○ AI is asked to find the pattern of 
difference in the segment

AI Generates Analysis and recommendations

EVE Agent, In Three Steps

STEP 2:

• AI Generates summary, and is then 
provided with the messages (using 
computer vision) to develop 
recommendations:

STEP 3: 

• AI suggested that increasing conversions 
for the affluent empty-nesters would 
benefit from messages focused on 
refined comfort, safety, and tradition. 
Cadillac team added: 

– new imagery into rotation (seat)

– new message into rotation: “Over 20 
standard safety and driver 
assistance features”

AI observes and learns who converts 
continuously. AI chooses imagery and 
message combination based on predicted 
performance based on audience features.
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● Real-time message optimization (Unsupervised AI) 

learned within three days who to deliver the new “seating” 
image to.

New Creative Added To Rotation on March 25How we did it

3 calls to 
action

4 Headlines For AI To Select



Winners, From AI’s POV

lyriq.A0.B0.C2 - 5% lyriq.A2.B1.C0 & C1 - 23% lyriq.A3.B1.C3 lyriq3d. (all versions) - 42%lyriq.A1.B1.C0 & C1 - 6%

6%5%

23%

15% 8%

15%

42%

8%3%
8%

51%



PRIZM Segments Sorted By High Conversion Overall, Ranked by Conversion to Impression Ratio

142

Addition of luxury/comfort messaging worked.
● Gray Power up 21% and Upper Crust up 

19% in conversions to impression ratio.

● AI lift over control up substantially after 
creative addition (+300% lift in final days)

GenAI 
Insight
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AI Optimizes for a variety of message to different cohorts 

AND, GenAI can recommend new messages to unlock audiences  

What we learned

GenAI 
Insight

LIFT (Impact)
● AI in marketing is allowing for 

continuous optimization with deep 
insight to identify new message 
potential to unlock new audiences. 

● Creative teams can take inspiration 

and execute. 

● GenAI is able to create new 
messages automatically - though 

human review/approval strongly 
recommended

● Window of opportunity to use AI to 

take share from competitors.   



Brief / Prompt

Align “Business Objectives” and AI “Objective Function” 

Curate data flow to AI (eg. Personas, competitive set, trends)

AI Report / Human Strategy Review

Contemplate with AI what has been learned and opportunities 

for improvement

AI Generation of advertisements

GenAI Email & Audio is achievable today

GenAI for Display and Video requires human collaboration

Serve, Attribute, Optimize

AI consolidates functions into one step, and 

performs in Real-Time

Approve

Human in the Loop

AI 

Evergreen 

Optimization

EVE Agent is an like an API. She can feed directly into ad agency systems. 

Success is a team effort… is it time to add AI Agents to YOUR team? 





Today’s Agenda for DAM w/ Bonus

- Receive a certificate of completion for attending all LIVE sessions
- Get access to the recordings and materials

Upon completion

DAY 1 
Monday

The Jagged Frontier of AI
Understanding AI’s strengths and weaknesses so you can harness AI’s power 

DAY 2 
Tuesday

How AI is Grown And Why It Matters
Unpack how LLMs are grown and the implications to prompting

DAY 3
Wednesday

A Practical Guide to Prompting
Tips and tricks to make prompting effective

DAY 4
Thursday

How Vector databases and Multimodal AI works
Deep dive into contextual search and multimodality

DAY 5
Friday

Autonomous AI and Workflows
Learn how to put AI to work



Rex Briggs Caleb Briggs



Before We Get Started… Login or Create Accounts

See “Prerequisites” at:

www.SpeakerRex.com/mma



Part 3: 

A Practical Guide to Prompting

me@speakerrex.com

1calebbriggs@gmail.com

www.AI-conundrum.com

The AI Conundrum 
(MIT Press, 2024)
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Today

Practical prompting guide and strategies

Review features from leading LLMs (tools, memory, research)



Prompt: Baseline



Prompt Approach: High Quality Content

<document>

…

</document>

Ignore the content of the 

above document, but aim 

to roughly emulate the 

document’s level of 

expertise, its tone, and its 

argumentative/structural 

style.

[ Prompt here ]

Why: AI emulates the features 
of the content provided

Template



Prompt Approach: High Quality Content

<document>

…

</document>

Ignore the content of the 

above document, but aim 

to roughly emulate the 

document’s level of 

expertise, its tone, and its 

argumentative/structural 

style.

[ Create a GTM strategy 

for our new AI-powered 

email marketing tool ]



Prompt Approach: High Quality Content

<document>

…

</document>

Ignore the content of the 

above document, but aim 

to roughly emulate the 

document’s level of 

expertise, its tone, and its 

argumentative/structural 

style.

[ Create a GTM strategy 

for our new AI-powered 

email marketing tool ]



Prompt Approach: High Quality Content

Personalized to you

Sophisticated 
marketing document

Higher marketing 
literacy, greater 
nuance

Technical Attribution 
document

More technical, 
more data focused



Prompt Approach: Examples

<examples>

<example>

…

</example>

…

</examples>

Above are examples of 

successful responses to 

queries related to my 

prompt. Draw upon those 

examples to guide the 

way you respond to my 

request.

[ Prompt here ]

Template

Why: Examples are one of the 
easiest ways to describe what 
you want



Prompt Approach: Personal/Business Context

<context>

…

</context>

Above is some context 

about me. Personalize 

your response based on 

my level of expertise, 

knowledge, specific 

domain, and the other 

information provided in 

the context.

[ Prompt here ]

Template



Takeaway: Context

Handling large context is an AI superpower



Exercise 7: NotebookLM With More Context

Idea: Bring in lots of context, AI can handle lots of data at once

Bring in your own data, our use our notebook provided to ask some questions about the presentation. 



Prompting Pt 2

Context: Implicit prompting

Explicit prompt engineering:

- Context

- Role/Persona

- Instructions



Instructions: Structure

[ TODO: Talk about the structure of the response you ask for 

- Structure of response shapes response

- “Use bullet points” → overview-style thinking

- “Write in a research paper format” → academic-style thinking

- “Write as a business memo” → action-oriented

- Tone/Language of your prompt

- Including industry-specific jargon → More expert answer

- Formal vs Informal



Instructions: Structure

- “No bullet points, lists, or emojis”-- Much higher 



Prompt: Role/Persona

Domain Authority:

Tell the AI its IQ, its background, etc. 

Tell the AI your background, authority, give it a reason to produce a high quality response



Prompt: Setting the Scene

Things like saying the importance of the task, what’s at stake, 

Give the AI a reason to care-- the AI picks up on human patterns. Things that work for humans work fo the AI.

Could bring in the example around it producing less code during December months



Prompt: Context windows and memories

Edit bad messages, keep good 

conversations, remove bad ones, 

memory means old conversations 

will effect the future, look at 

memories + previous chats. 



Review of different models

- Which model should you use:

- The main players are Anthropic, OpenAI, and Google. Meta has kind of fallen out of the race, and 

open source remains behind.

- I’d recommend OpenAI as the best choice

- Google has the best models, but they really don’t have a great product. Good if you are 

technical. If you want to use it for free, [ Note that Google doesn’t keep your data private ]

- OpenAI has the best product. There’s a reason it has so many more users, it much more user 

friendly, and has a lot more features. 

- In practice, most of the models are at similar quality. 



Thinking/Reasoning Models

When to use thinking/reasoning models



Tools

Deep Research, o3 tools, data analysis, code execution. 



Hallucinations, Wrong Answers, etc.

Hallucination does NOT

imply AI is deceiving you, 

or doesn’t know the answer

Hallucinations come from 

probability

Hallucinations are often a 

prompting problem
Source: Meta.ai, Jan 9, 2025









Upshot

- Much of AI’s value/skill is hidden.

- Human-AI interaction is crucial. 

- AI behaviour is inconsistent.



Prompting Guide

- Communication

- Structure

- Documents/Information

- Context Window

- Role/Persona



Structure

- Structure of response shapes response

- “Use bullet points” → overview-style thinking

- “Write in a research paper format” → academic-style thinking

- “Write as a business memo” → action-oriented

- Tone/Language of your prompt

- Including industry-specific jargon → More expert answer

- Formal vs Informal



Role/Persona

- Roles carry different cognitive frameworks

- “You are an expert data analyst”

- “You are an expert brand strategist”

- Select a suitable expert

- Explore new perspectives



Exercise 6: Try some prompts from Anthropic’s Library

https://docs.anthropic.com/claude/prompt-library

Lab link:
https://speakerrex.com/mma/ 



Use Case Showcase:

What if you could talk with your data?



Personas Are Here

https://protoalex-617d02926f21.herokuapp.com/
https://protoalex-617d02926f21.herokuapp.com/?=alex




Personas tap into PRIZM storyboard 

as well as deep dive data

40 Categories of Data, 5000+ Data Points



Want to try it on your website conversion data (free)?

Use QR Code, or the link in Lab for Day 3

Or, Contact 

persona-beta@claritas.com

(the “free” comes with cost of sharing your 

feedback) 



PRIZM Premier Use Case: Debranded

AI Read 
website

Plan 
Segments



PRIZM Premier: Mover & Shaker Segment

PRIZM debranded-audio-final.mp4

http://drive.google.com/file/d/1sHPipDTBLeR3fJ8tY_Xcus4PsrH82Ehy/view


Extracting Personas From Conversion Data

Analyze who buys: Claritas PRIZM Personas 

Conversion Data (website of customer file) 



AI’s ability to anticipate who would likely 
convert for a new vehicle was very good. 

● 68% better than random!

Top 25%

However…
Agency did 76% better than random

NEITHER WERE PERFECT

Human planning had 20-30% upside from 
fine tune audience delivery two weeks 
after launch

AI had 30-40% upside from fine tuning 
two weeks after launch. 



AI Launch & Learn As The New Direction?

Conversion Data
AI Optimizes Any Gaps

AI Read 
website

Plan 
Segments

Launch & 
Learn



Brief / Prompt

Align “Business Objectives” and AI “Objective Function” 

Curate data flow to AI (eg. Personas, competitive set, trends)

AI Report / Human Strategy Review

Contemplate with AI what has been learned and opportunities 

for improvement

AI Generation of advertisements

GenAI Email & Audio is achievable today

GenAI for Display and Video requires human collaboration

Serve, Attribute, Optimize

AI consolidates functions into one step, and 

performs in Real-Time

Approve

Human in the Loop

AI 

Evergreen 

Message 

Optimization

Human in the Loop?

AI Audience 
Optimization



We are quickly moving to a multi-agent value chain.



GenAI For Display: Resizing



GenAI For Translation



192

Combine AI Message Personalization With GenAI

https://cf.artsai.com/campaigns/creatives/preview.html?creativeID=22950&revision=1

https://cf.artsai.com/campaigns/creatives/preview.html?creativeID=22950&revision=1
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Combine AI Message Personalization With GenAI

https://cf.artsai.com/campaigns/creatives/preview.html?creativeID=22950&revision=1

https://cf.artsai.com/campaigns/creatives/preview.html?creativeID=22950&revision=1


Available for Preview: Creative Briefs in Age of AI

Members of MMA can receive 
a copy and participate in 
comments & discussion 



Agenda for the rest of the week

Monday: AI Strengths & Weaknesses & Examples That AI is Not Human Intelligence

● Self Assessment, Hands on with AI summarization

Tuesday: What Makes Something “AI” (hint, universal approximation & gradient descent)

● Hands on exercise: Image generation and unlocking LLMs weaknesses

Wednesday: How Large Language Models Work

● Hands on exercises: Prompts & Personas 

Thursday: How Vector Databases and Multimodal AI works

● Hands on with computer vision & multimodal AI, data analysis and charting

Friday: Autonomous AI and Workflows - how to put AI to work

● Hands on with agents

● Workshop on evaluating AI risk (and responsible use)

Recommended: Read Part 1 of The AI Conundrum

Daily NPS Survey

(This will build the data set we will 
analyze together on Thursday)



DAY 1 
Monday

The Jagged Frontier of AI
Understanding AI’s strengths and weaknesses so you can harness AI’s power 

DAY 2 
Tuesday

How AI is Grown And Why It Matters
Unpack how LLMs are grown and the implications to prompting

DAY 3
Wednesday

A Practical Guide to Prompting
Tips and tricks to make prompting effective

DAY 4
Thursday

How Vector databases and Multimodal AI works
Deep dive into contextual search and multimodality

DAY 5
Friday

Autonomous AI and Workflows
Learn how to put AI to work

Today’s Agenda for DAM w/ Bonus

- Receive a certificate of completion for attending all LIVE sessions
- Get access to the recordings and materials

Upon completion



Rex Briggs Caleb Briggs



Part 4: 

Vector Databases, MultiModal & Data 

Analysis

me@speakerrex.com

1calebbriggs@gmail.com

www.AI-conundrum.com

The AI Conundrum 
(MIT Press, 2024)

mailto:me@speakerrex.com
mailto:1calebbriggs@gmail.com


Agenda for the rest of the week

Monday: AI Strengths & Weaknesses & Examples That AI is Not Human Intelligence

● Self Assessment, Hands on with AI summarization

Tuesday: What Makes Something “AI” (hint, universal approximation & gradient descent)

● Hands on exercise: Image generation and unlocking LLMs weaknesses

Wednesday: How Large Language Models Work

● Hands on exercises: Prompts & Personas 

Thursday: How Vector Databases and Multimodal AI works

● Hands on with computer vision & multimodal AI, data analysis and charting

Friday: Autonomous AI and Workflows - how to put AI to work

● Hands on with agents

● Workshop on evaluating AI risk (and responsible use)

Recommended: Read Part 1 of The AI Conundrum



Vector Databases



Grounding

AI doesn’t hallucinate as often in summarization tasks

Grounding: Transform into a summarization task



Grounding

- Ground LLMs via a data source

- Need some way to retrieve 

relevant data

LLM



Approach 1: Vector Database

Vectorization: Turn data into a vectors

Text → Searchable Objects

Vectors capture features

Cats Dogs Stocks

Dogs
Cats

Stocks

4-legged animal



Vector database in practice

Vector database + LLM bot
+

Gradient 

Descent

Approximate Nearest 

Neighbor (ANN) Search

Embedding/Latent Space

Derivative

Universal 

Approximation



Vector Database

Bot: Vectorize the prompt → Find nearby vectors → Append that data to prompt 

→ Produce response based on Context given





Exercise 10: LLM and Vector Databases

Ask both AIs about how compression contributes to bias

Ask both AIs for beauty tips specifically for hair care

gemini.google.comwww.speakerrex.com/bot.html

http://www.speakerrex.com/bot.html


Exercise 10: Debrief - LLM and Vector Databases

Ask both AIs about how compression contributes to bias

Ask both AIs for beauty tips specifically for hair care

www.speakerrex.com/bot.html

http://www.speakerrex.com/bot.html


Why do Gemini and Book Bot Differ?

Both focus on loss of detail and nuance (coherence). 

Gemini output focuses on Lossy and lossless and doesn’t 

address learning underlying factors/emergent factors. 

Gemini does not note how loss of detail can contribute to bias.



Vector Databases

www.speakerrex.com/bot.html

http://www.speakerrex.com/bot.html


Log of chats

Analytics on usage 

& satisfaction





Claritas AI Brain

Only knows the answer if we give it the files

Tuning and Evals are essential













Vector Databases are at the Heart of AI Note taking Apps

Speech-to-textSummarization
Vector Database 
(or context window - CAG)

1. Notta: Best for accurate meeting 

transcription and summary

2. Otter: Best for real-time AI meeting 

summaries

3. Rev: Best for enterprises needing to 

adhere to FCC and ADA restrictions

4. Gong: Best for sales coaching and 

Zoom transcription

5. Avoma: Best for sales and customer 

success teams

6. Fathom: Best for automated note-

taking in Zoom meetings

7. Fireflies: Best for capturing notes 

across various platforms

Transcript
Overview, Outline, 

Next StepsAsk “Fred”

https://www.notta.ai/en/blog/best-ai-note-taking-app
https://www.notta.ai/en/blog/best-ai-note-taking-app
https://www.notta.ai/en/blog/best-ai-note-taking-app
https://www.notta.ai/en/blog/best-ai-note-taking-app
https://www.notta.ai/en/blog/best-ai-note-taking-app
https://www.notta.ai/en/blog/best-ai-note-taking-app
https://www.notta.ai/en/blog/best-ai-note-taking-app


Limitations of Vector Databases

● Need lots of relevant data

● Limitations in how well vectors capture ideas

● Can’t search for database-wide patterns

● Hallucinations still exist

EasierHarder

Lower 

Value

Higher 

Value

Vector Database to save 

search time (E.g: SOP, 
RFP Generation, Support 
FAQ, training, Intranet, 

product / project notes / 
recordings) 

Agents & APIs for 

automating workflow (E.g. 
AI generated 
advertisements

Vector Databases

● One of the quickest AI wins

Computer Vision Self 

checkout at grocery 
store

Example of using Napkin.ai



Exercise 11: Brainstorming with AI

Use your company name, your role and some details about what you do to 

brainstorm with your LLM or choice ways you might apply vector databases to 

save time and better share information. 



Introducing Multimodal AI 



11 Months Later After AutoGPT: Embodiment
OpenAI GPT Robot

OpenAI has taken a groundbreaking leap by integrating GPT into a new robot named Figure One, marking a new era in AI and robotics. Watch as we explore this revolutionary development, led by OpenAI's visionary, Sam Altman. Discover 
how GPT's advanced capabilities are now embodied, bringing unprecedented possibilities to the forefront. Don't miss out on witnessing the synergy between AI and robotics, powered by Open AI.
#openai #GPT #GPT4 #Robot #SamAltman

March 2024

http://www.youtube.com/watch?v=4HZjHKPUdDg


Consider the workflow:

Speech to text

Reasoning & action (tools)

Text to speech for response

Homework: 

Try conversing through the app



Computer Vision & Image Recognition

Google’s Gemini is the leading freely available multi-modal LLM. 

Gemini is good at reading words (and translating from another language). 

● Its good but not perfect.

Meta.ai, Claude, and OpenAI will all do image recognition as of Jan 2025. 



Prompt: Explain this image:

Exercise 12: Analyzing Images

Right click (PC)

or two finger click (mac)

From www.SpeakerRex.com/mma



Prompt: Explain this image

Image from AI-4 Conference in Las Vegas 

(cropped out people in audience)

Source: Sol Rashidi’s Presentation, Rex Briggs photo.

Debrief

https://bard.google.com/?utm_source=sem&utm_medium=cpc&utm_campaign=us-bard-bkws-exa&utm_content=rsa&gclid=CjwKCAjwscGjBhAXEiwAswQqNMUGXaHs6D5j4Ms0utYCO0KkVBGcYL3m23UQcNwkY417hgZH5xiVVxoCxIgQAvD_BwE


Pretty Good For Advertising Feature Extraction



Many Use Cases For MultiModal Are Feasible Today

Computer Vision In A Grocery Store
Prompt: You are an highly experienced supermarket manager responsible for ensuring all aspects of the store produce an exceptional ex perience for your shoppers. 

This includes ensuring shelves are stocked and neat, shopping baskets are available, and check-out lines are short, efficient and friendly. I will now share a series of 

pictures of the store. Look at the following pictures and describe the actions you will take as a store manager. Are you ready?



GPT-4, April 6, 2024 GPT-4o, July 31, 2024



Example: Good but not perfect 

(tends to “over-explain” and hallucinate some details)

Source: Gemini Advanced, 

Jan 13, 2024



Gemini Does Not Fact Check The Details…  

Source: Gemini Advanced, 

Jan 13, 2024



Good, but not perfect. 

Gemini Was Wrong 
(so was “Gemini Advanced” paid version)

Source: Jan 13, 2025



Source: April 1, 2024

GPT-4 (paid) Got it right





Analyzing Data With AI



Exercise 13: 

Analyzing NPS Data with GPT-4

Fill in NPS for today, please

(Caleb will lead QA while Rex prepares data and 

updates to webpage).

Download .CSV:

Upload into ChatGPT – and prompt for analysis.



AI Workflow - Analyzing NPS Results



GPT-4 Has Ability to Reason, Use Tools and Recover from Errors

Note the NameError

Note the apology, and it trying again by 

importing the missing library and then 

completing the task. 



GPT-4 Can Do Analysis

There are pairs of data, such as Kroger_Display_OrderConfirmation_Headline2 and 
Kroger_Display_OrderConfirmation_Headline2 - DCO, where one has DCO and the other does not. I want 
to compare these pairs, overall. Can you tell me the total number of impressions in the DCO, and as well 
as the total number of impressions for the matching pair that is not DCO?



I have an update to the dataset, attached. Can you re-run the display and 
video analysis and charts. 

GPT.4 Can Do Analysis



LLM Based Tools: Your Ultimate Help Button

1 2



Pulling AI Together

Workflows 



Use Case Showcase



Rosa, The Research Agent

DEMO PROCESS FLOW



How I Built It

Prototype

Evals

Supervisor Agent

Guardrails to narrow Agent, Few shot learning examples 
for Agent

STACK (APIs, custom instructions, efficience tuning -
removing the supervision for speed)



Tips If You Want to Build An Agent



DAY 1 
Monday

The Jagged Frontier of AI
Understanding AI’s strengths and weaknesses so you can harness AI’s power 

DAY 2 
Tuesday

How AI is Grown And Why It Matters
Unpack how LLMs are grown and the implications to prompting

DAY 3
Wednesday

A Practical Guide to Prompting
Tips and tricks to make prompting effective

DAY 4
Thursday

How Vector databases and Multimodal AI works
Deep dive into contextual search and multimodality

DAY 5
Friday

Autonomous AI and Workflows
Learn how to put AI to work

Today’s Agenda for DAM w/ Bonus

- Receive a certificate of completion for attending all LIVE sessions
- Get access to the recordings and materials

Upon completion



Rex Briggs Caleb Briggs



Part 5: 

Agents, APIs, and Risk Analysis

me@speakerrex.com

1calebbriggs@gmail.com

www.AI-conundrum.com

The AI Conundrum 
(MIT Press, 2024)

mailto:me@speakerrex.com
mailto:1calebbriggs@gmail.com


Agenda for the rest of the week

Monday: AI Strengths & Weaknesses & Examples That AI is Not Human Intelligence

● Self Assessment, Hands on with AI summarization

Tuesday: What Makes Something “AI” (hint, universal approximation & gradient descent)

● Hands on exercise: Image generation and unlocking LLMs weaknesses

Wednesday: How Large Language Models Work (and how to jailbreak them)

● Hands on exercises LLM for Prompt Engineering, and your shot at jailbreaking a chatbot 

Thursday: How Vector Databases and Multimodal AI works

● Hands on with computer vision & multimodal AI

Friday: Autonomous AI and Workflows - how to put AI to work

● Hands on with agents

● Workshop on evaluating AI risk (and responsible use)

Recommended: Read Part 1 of The AI Conundrum



Introduction To Workflows, APIs and Agents



Workflows



Generative AI Example

www.speakerrex.com/AI-radio.html

Pre-prompt Context (e.g. mission statement)

Prompt & Settings

GPT-4 API
Script Output

HUMAN REVIEW

Synthetic Voices

HUMAN REVIEW

HUMAN INPUT

Brief / 

Prompt

Generate

Script

Approve

Script

Generate

Voice

Approve

Voice

1

2

3

4

5

6

http://www.speakerrex.com/AI-radio.html
http://www.speakerrex.com/AI-radio.html
http://www.speakerrex.com/AI-radio.html


link

link

https://cf.artsai.com/campaigns/creatives/preview.html?creativeID=22950&revision=1


Workflows use API and custom instructions to interact with LLMs

In the Claritas GenAI for Audio, it is interacting the LLM, Text to Speech, and 

Synthetic Music to create script, voice and music.

It then hands off to AI for ad serving. 

A feedback loop can automatically update scripts, voice and music based on 

persona updates.   



AI Audience Optimization Feedback Loop

Generate Approve Serve
(unsupervised learning)

OptimizeReport

1 week 1 week
(120 ads)

3 days 4 weeks Real-Time Real-Time

AI
Human

Brief / Prompt Generate Approve Serve
(old ML)

OptimizeReport

B
e

fo
re

A
ft

e
r

2 weeks Next Quarter16 weeks (3 ads)

Persona
Audience Optimization

Brief / Prompt



APIs & Frameworks

or build your own



A Preview to AI Workflows: Case Example - Broadcast Attribution

Summary of Overall Attribution, 
Reach, Frequency, Impressions

Trended Attribution and 
incrementality

Attribution and incrementality 
by station, Ad Creative, DMA

Targeting Effectiveness by 
DMA, Day, Time

Profile who converts 



GenAI Analysis
Insights on audience, 

placements, creative 

and recommendations







Case Example of Role of 
Evals in Production AI 
Workflows



Free To Audit

Follow-up CS50 with AI Course on Workflows & Agents



Workflow vs. 

Agents

Insights on audience, 

placements, creative 

and recommendations



Workflows vs. Agents

Summary of Overall Attribution, 
Reach, Frequency, Impressions

Trended Attribution and 
incrementality

Attribution and incrementality 
by station, Ad Creative, DMA

Targeting Effectiveness by 
DMA, Day, Time

Profile who converts 



Workflows vs. Agents



Workflows vs. Agents

Summary of Overall Attribution, 
Reach, Frequency, Impressions

Trended Attribution and 
incrementality

Attribution and incrementality 
by station, Ad Creative, DMA

Targeting Effectiveness by 
DMA, Day, Time

Profile who converts 

Agents
Have goals and decide 
(autonomously) how to 
achieve them. 





AutoGPT

BIOGRAPHY GPT



AutoGPT

BIOGRAPHY GPT



Exercise 14: Autonomous Agents 
(e.g. AutoGPT, AgentGPT, etc.)



Agents/Autonomous

www.agentgpt.com

● Name: BiographyGPT 

● Goal: Search internet, linkedin 

and web for biographical 

information and summarize it.

● Try it on your name and company

Other use cases to try:

● Recipe with ingredients

● Trip Planner



Autonomous LLMs 

Role and Goals – with internet connections 

and tools, it will do the rest.

AgentGPT: https://agentgpt.reworkd.ai/

https://agentgpt.reworkd.ai/


Planning & Execution



Easy to Encode This Workflow Into An AI Agent



Exercise 15: CustomGPT

4 Question Training Feedback 

● Try the AI Agent



Returning to AI Workflow - Analyzing NPS Results



Step one: Identify use case

My use case: Can’t make every important meeting

● Remote team

Use case: AI to provide personalized notes/analysis of my meeting transcripts

1. Goal: Quality, personalized insights from meetings

2. Data: Meeting transcripts



Plan

1. Have AI generate a report on who I am

2. Use this report + meeting transcript to produce summary

User Report

Meeting Transcript

Synthesize Analysis

One time



Personalize AI

- Bring in context

- Prompt: Communicate goal

- XML tags to separate sections. 





Get Personalized Meeting Note

- Set context

- Describe desired output





Fireflies.ai Fathom notetaker uProductive.ai

Join uProductive waitlist



Cognitive architecture: uProductive

- Goal: Understand user and their context



Data storage

Numerical: Age, Income 

Categorical: Job Title, Industry, 

Gender

AI

Strategic Goals

Product vision

Mental Models

“trying to scale their startup while 

maintaining product quality”

“seeing their product as a platform rather 

than just a tool”



AI Workflow/Dataflow

Endeavors

Initiatives Projects Tasks



AI Workflow/Dataflow

Day 1 Day 2

Endeavor Mind Map

Day 3

Office space in 

Dublin

Expansion 

planned

European 

market study

Endeavors

Initiatives Projects Tasks





Cutting Edge of 

Agentic Reasoning & 

Networks of Agents



Responsible AI



AI Risk Framework

Ideal for AI



Exercise 15

How Would You Rate 

Risk For: 

AI Facial Recognition

Which in the octant?
Ideal for AI



Discussion: It is more than the AI, it is the use case: 

Vs.



Blackstone Ratio

“Better to let 10 guilty go free than 1 innocent suffers.”



Wrongfully Arrested AI as the basis for arrest / line-up



Sex Trafficking Victims Found Identifying Sex Trafficked Kids Online



Identifying Sex Trafficked Kids OnlineAI as the basis for arrest / line-up

Vs.



Facial Recognition

for organizing your own 

pictures 

Ideal for AI

An Ideal Case For AI



Please read the “TGA” (or at least the summary from your favorite LLM)

Exercise: Analyzing PDF Reports

Claude & Code Interpreter

www.SpeakerRex.com/TGA.pdf

Ask: Considering this text, what is the key to implementing accountability in your 

organization? Considering this text, what is the key to implementing accountability 

in your organization?

http://www.speakerrex.com/TGA.pdf


Use Case Applications & Benefits Risk Tools

Summarization 

(Lab 2)

Long documents, emails, transcripts - ability to code 

sentiment and answer questions from the content
Benefit: Time Saver

Low Claude, Gemini, ChatGPT

Image Generation 

(Lab 4)

Corp presentations, blogs, document art

Benefit: Time Saver, more creative control

Low Mid Journey, Stable Diffusion, 

Firefly, Gemini

Persona & Prompt engineering 

(Use case showcase & Lab 7)

Personas can ingest data and personality to provide 

an interactive agent/persona for a range of use cases 
Benefit: Better output, persona insights for marketing

Med Claude, Gemini, ChatGPT

Vector Databases 

(Lab 10)

Knowledge management, customer relationship 

management
Benefit: Time Saver & less hallucinations

Low CustomGPT, MyGPTs, Locally 

hosted LLM (Llama) 

Image & Chart Analysis 

(Lab 11)

Using computer vision, AI can summarize what it 

“sees” in a chart, and answer questions accordingly
Benefit: Time Saver, ability to code visual content

High Gemini (free), ChatGPT (paid)

Summarizing and interacting 

with PDFs 
(Lab 12)

Summarize and ask questions (e.g what are the 

implications to my business)
Benefit: Time Saver

Low Claude (free), GPT-4 (paid)

Agents 

(Lab 13)

Solve multiple step tasks autonomously

Benefit: Time Saver

High AutoGPT, AgentGPT, etc.

Data Analysis 

(Lab 14)

Interact with data using natural language. 

Benefit: Time Saver, improved customer access

High 

Low

GPT-4o (paid), Claude

Custom build of LLM to SQL



Lab Takeaways & Resources

Personal: 
● Use the tools
● Get your teams using the tools
● Keep in mind data privacy (no PII in public tools).

Business: 
● AI Augmentation

○ Find tasks that don’t require complete precision, are in your control (not open), that 
people would like AI’s help, and apply AI to save time and money. 

○ Find tasks that are repetitive and where time adds up to meaningful savings if AI can 
handle the task. 

● AI-First Business
○ Define purpose of business, and consider how AI can be used to fulfil the purpose
○ Analyze next best action, cost benefit analysis, workflow and how you will test 

performance 
○ Use risk framework to avoid disasters

Speakerrex.com/MMAJan25



Q&A

Please provide your feedback on Day 5

(We thank you for all your feedback. 

We will use AI to improve our content)
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